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ماشین یادگیری درس
۰۴ −۰۳ دوم نیم سال
دهقانیان ربیعͬ⁃ استاد:

کامپیوتر مهندسͬ دانشͺده

دقیقه ۳۰ آزمون: زمان ۱۴۰۴̸۰۱̸۱۷ − دوم آزمونک

کنید: مشخص را زیر موارد بودن نادرست یا درست نمره) ۴۰) .۱

دیدەنشده دادەهای روی آن آزمایش از قبل مدل ارزیابی و ها hyperparaⅿeter تنظیم برای vaⅼiⅾation دادەهای ●
ͬ شود. م استفاده

درست
نهایی عملͺرد و ͬ شود م داده آموزش آموزش⁃تست مختلف تقسیم k روی مدل ، k−foⅼⅾ ⅽross−vaⅼiⅾation در ●

ͬ شود. م محاسبه foldها همەی میان در امتیاز حداکثر عنوان به
است. foⅼⅾها ی همه میانگین عنوان به نهایی عملͺرد نادرست،

داشته را عملͺرد بهترین آموزشͬ مجموعەی در که شود انتخاب مدلͬ که است این ⅿoⅾeⅼ−seⅼeⅽtion اصلͬ هدف ●
باشد.

باشد. داشته را عملͺرد بهترین تست ی مجموعه در نادرست،
ͬ دهد. م کاهش را محاسباتͬ پیچیدگͬ و overfitting زیرا ͬ کند، م ͷکم مدل عملͺرد بهبود به feature−seⅼeⅽtion ●

درست
One-vs-One و One-vs-All (OvA) چندکلاسه، طبقەبندی به باینری ردەبندهای گسترش برای رایج راهͺار دو ●

هستند. (OvO)
درست

تست برای دادەها از کوچͺتری بخش بار هر که معناست این به بزرگ تر k مقدار ، k−foⅼⅾ ⅽross−vaⅼiⅾation در ●
ͬ شود. م استفاده

درست
کاهش باعث زیرا است، بهتر معمولا˟ بیشتر) یا ۱۰ (مثلا́ k بزرگ مقدار انتخاب باشند، کم آموزشͬ دادەهای اگر ●

ͬ شود. م واریانس
درست

شود. بهینه مدل عملͺرد تا باشد دادەها (Features) ͬ های ویژگ تعداد با برابر باید k مقدار ایدەآل، حالت در ●
ندارد. ویژگͬ تعداد به ربطͬ k مقدار نادرست،

تست و آموزش خطاهای به کردن نگاه با را دستەبند ͷی ͬ توان م چͽونه که دید خواهیم مسئله، این در نمره) ۳۰) .۲
شده داده آموزش Dtrain آموزشͬ دادۀ مجموعە روی بر همͽرایی تا دستەبند ͷی که بͽیرید نظر در کرد. اشͺال زدایی
که ͬ شوید م متوجه و ͬ کنید م مشاهده را تست خطای شما است. شده آزمایش Dtest تست دادۀ مجموعە روی بر سپس و

است. صفر به ͷنزدی آن مقدار که ͬ شوید م متوجه و ͬ کنید م محاسبه را آموزش خطای سپس است. زیاد بسیار آن مقدار
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را خود های انتخاب و کنید انتخاب را صحیح موارد تمامͬ کند؟ ͷکم که ͬ رود م انتظار زیر گزینەهای از ͷی کدام .۱
دهید. توضیح

آموزشͬ. دادۀ مجموعه اندازۀ افزایش (آ)
آموزشͬ. دادۀ مجموعه اندازۀ کاهش (ب)

مدل. پیچیدگͬ کاهش (ج)
.Dtest روی تست و Dtest و Dtrain از ترکیبی روی آموزش (د)

ͬ کند. نم کار ماشین یادگیری که نتیجەگیری (ه)
را مدل یپچیدگͬ یا کنیم زیاد را train های داده تعداد باید یا میشود overfit دارد مدل چون ج. و آ ی گزینه

دهیم. کاهش

دارد؟ نام چه سناریو این .۲
overfit

زیر نمودار دو از ͷی کدام کردەاید. رسم مدل پیچیدگͬ از تابعͬ عنوان به را تست و آموزش خطای که کنید فرض .۳
دارد؟ همخوانͬ شما انتظارات با

به جا ͷی از تست خطای اما شود مͬ کم اموزش خطای میشود زیاد مدل پیچیدگͬ که هنگامͬ چون ، b نمودار
میشود. زیاد بعد

اولیه وزن های با ۳⁃بعدی فضای در خطͬ دستەبند ͷی کنید فرض نمره) ۳۰) .۳

w = (2,−1, 3), b = −2

ͬ کنیم. م دریافت را x = (x1, x2, x3) صورت به جدیدی دادەی حال است. دیده آموزش

ͬ گذارد م تأثیر Ⅾeⅽision−Bounⅾary و مدل خروجͬ روی چͽونه یابد، افزایش شدت به x3 مقدار اگر الف)
ͬ شود: م تعریف زیر صورت به آن تصمیم تابع و است خطͬ نوع از ما مدل

f(x) = 2x1 − x2 + 3x3 − 2
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تصمیم تابع در 3x3 جملەی آنگاه شود)، بزرگ خیلͬ (مثلا́ یابد افزایش شدت به x3 مقدار اگر مدل: خروجͬ بر تأثیر
داشت: خواهیم نتیجه در شد. خواهد بزرگͬ بسیار مقدار

f(x) → +∞

داد. خواهد قرار مثبت کلاس در را داده بالا اطمینان با مدل و شد خواهد مثبت بسیار مدل خروجͬ بنابراین،
ͬ شود: م تعریف زیر معادله از استفاده با تصمیم مرز تصمیم): (مرز Bounⅾary Ⅾeⅽision بر تأثیر

2x1 − x2 + 3x3 − 2 = 0

و وزن ها چون ورودی ها. به نه است، وابسته بایاس و وزن ها به فقط که است سەبعدی فضای در ثابت صفحەی ͷی این
ͬ کند. نم تغییری نیز تصمیم مرز نکردەاند، تغییر بایاس

ندارد. تصمیم مرز جهت یا موقعیت بر تأثیری اما ͬ شود، م مدل خروجͬ افزایش موجب x3 شدید افزایش نتیجەگیری:

بوده متغیر آموزش در که حالͬ در باشد، داشته (۵ (مثلا́ ثابتͬ مقدار همیشه x1 ویژگͬ مقدار تست، مرحلەی در اگر ب)
چرا؟ داشت؟ خواهد مدل عملͺرد بر تأثیری چه وضعیت این است،

و بوده متغیر آموزشͬ دادەهای در x1 ͬ دهد م نشان که است، شده آموخته x1 ویژگͬ برای w1 = 2 وزن آموزش، زمان در
است. داشته نقش مدل تصمیم گیری در

کلاس ها بین تمایز به ͬͺکم دیͽر ویژگͬ این آنگاه ،(۵ با برابر (مثلا́ شود ثابت همیشه x1 مقدار تست، مرحلەی در اگر
و متغیر آموزش، مانند x1 دارد انتظار زیرا ͬ کند، م لحاظ تصمیم گیری در را w1 وزن همچنان مدل حال، این با ͬ کند. نم

باشد. اطلاعات دارای
کاهش باعث ͬ تواند م ͬ شود)، م گفته ⅾistribution−shift آن به (که تست و آموزش دادەهای توزیع بین اختلاف این

ندارند. کاربردی دیͽر که است اطلاعاتͬ از استفاده حال در مدل زیرا شود. تست زمان در مدل دقت
زیرا ͬ شود، م مدل دقت کاهش موجب بوده، متغیر آموزش در که حالͬ در تست، مرحلەی در x1 بودن ثابت نتیجەگیری:

است. رفته بین از مدل سازی در مؤثر اطلاعاتͬ منابع از ͬͺی


